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SUMMARY

A highly accurate interpolation method, CIVA, improves the accuracy of mesh-free and grid-less meth-
ods by taking into consideration �rst-order spatial derivatives as variables; an approach based on the
same idea as that on which CIP is based. In this study, the accuracy and stability of CIVA is evaluated
by analytically and numerically. First, the general formulation of CIVA for the n-dimensional case is
described. Since CIVA contains the bubble function, we consider the determination methods: constant
curvature condition and utilization of another computing point. Then, the relation between the bubble
function in the CIVA method and the accuracy and stability is made clear by the analysis based on
the Taylor expansion. Some computations of two-dimensional passive scalar advection and advection–
di�usion problems are performed for the veri�cation of accuracy and stability. Copyright ? 2003 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

In the �eld of computational �uid dynamics (CFD), numerical accuracy and stability are the
most important factors because they can have fatal e�ects on the results. However, it is di�-
cult to be consistent with regard to these two factors. Accordingly, researchers have developed
several kinds of consistent methods, for example, the high-order schemes (e.g. UTOPIA and
K-K) in �nite di�erence method (FDM) and high-order elements in �nite element method
(FEM). However, these methods are mesh-based and are not applicable to mesh-free ap-
proaches. Mesh-free approaches have been attracting the attention of researchers in the �eld
of the �uid dynamics because they do not require mesh generation, which generally is time-
consuming and requires great care. The particle-in-cell method [1], gridless method [2], SPH
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[3], RKPM [4] and NEM [5], are popular in CFD, but have drawbacks in that improvement of
numerical accuracy and application to high Reynolds number �ow are di�cult. In mesh-free
methods, the interpolation method is so important as to determine the computational accuracy.
In the conventional mesh-free method, the numerical viscosity produced by the interpolation
(or function approximation) becomes a serious problem, because there is no highly accurate
interpolation algorithm applicable to mesh-free techniques. We therefore propose a highly
accurate interpolation method for mesh-free techniques. In mesh-free methods, interpolation
of value at a target point is performed using the data of points around the position. Use
of the least-squares method causes numerical error in the approximation of functions. There-
fore, the increase of points and the use of higher-order function do not necessarily lead to
improvement of accuracy. That is, interpolation should generally be performed using as few
points as possible. Such points in nth dimensions form n-simplex, and these forms are suitable
from the viewpoint of �exibility because we only locally compose a suitable n-simplex (local
mesh) including the target point for interpolation from calculation points when interpolation is
required.
Therefore, we have developed a new highly accurate and stable interpolation algorithm

applicable to mesh-free methods [6]. To achieve high accuracy and stability, we improve
the cubic-interpolated pseudo-particle (CIP) method [7, 8], which in its original form exe-
cutes interpolation with a rectangle or rectangular parallelepipeds mesh, for n-simplex (where
n means the dimensions of Euclidian space) and barycentric co-ordinates. Barycentric co-
ordinates are popularly called the volume co-ordinates in three dimensions and the area
co-ordinates in two dimensions. The new interpolation method, which we call cubic inter-
polation with volume/area co-ordinates (CIVA), makes it possible to achieve highly accu-
rate interpolation based on n-simplex in the case of mesh-free methods. The similar idea,
called natural element method (NEM), was recently presented by Sukumar et al. [5]. While
the NEM interpolation is based upon a local n-simplex, the higher-order interpolation by
NEM also requires some pieces of n-simplexes (a lot of computing points), similarly to the
other foregoing meshless method. The CIVA method, however, requires only one n-simplex
for third-order interpolation by introducing the idea of CIP method. This is the great ad-
vantage of CIVA over the other meshless methods. In this paper, we brie�y describe the
CIVA method and evaluation of the accuracy and stability by mathematical and numerical
analyses.

2. CIVA METHOD

To formulate the CIVA method, it is necessary to work with piecewise polynomial func-
tions de�ned on n-simplexes. For that purpose, we recall here the underlying de�nitions and
notations of n-simplexes and barycentric co-ordinates.

2.1. Barycentric co-ordinates and n-simplex

Let P1; : : : ; Pn+1 be points geometrically independent in Rn, that is, no (n−1)-dimensional hy-
perplane contains all the n + 1 points. Then, the n vectors P2P1; P3P1; : : : ; Pn+1P1 are
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independent, which means

A=

(
p1 p2 · · · pn+1

1 1 · · · 1

)
=




x1;1 x2;1 · · · xn+1;1
...

...

x1; n x2; n · · · xn+1; n

1 1 · · · 1


 (1)

is non-singular, where the co-ordinates of Pi (16i6n + 1) are pi=OPi=(xi;1; : : : ; xi; n)t and
O is the origin of Rn. Given any point Q∈Rn, with co-ordinates x=(x1; : : : ; xn)t, there exist
(n+ 1) real numbers

�i=�i(x); 16i6n+ 1 (2)

such that

x=
n+1∑
i=1
�ipi ;

n+1∑
i=1
�i=1 (3)

It is clear that Equations (3) are equivalent to the linear system

A



�1
...
�n
�n+1


 =



x1
...
xn
1


 (4)

which has a unique solution, since the matrix A is non-singular. The quantities �i are called
the barycentric co-ordinates of Q, with respect to the (n + 1) points P1; P2; : : : ; Pn+1. As a
consequence of Equation (4), the numbers �i appear as a linear function of the co-ordinates
x1; : : : ; xn of Q:

�i=
n∑
j=1

(Aa)i; j
det A

xj +
(Aa)i; n+1
det A

; 16i6n+ 1 (5)

where det A is the determinant of A and (Aa)i; j is the (i; j)-element of the adjugate matrix of
A. From this equation, we can obtain a di�erential property of the �i considered as functions
of the Cartesian co-ordinates x1; : : : ; xn, of Q.

@
@xi
=
n+1∑
j=1

(Aa)j; i
det A

@
@�j
; 16i6n (6)

It is easy to see that the barycentric co-ordinates are independent of the choice of the basis in
Rn. The convex cell of the (n+1) points Pi is exactly the set of points of Rn with barycentric
co-ordinates satisfying the conditions:

06�i61; 16i6n+ 1 (7)

These conditions are also useful to e�ciently judge whether an n-simplex contains a point or
not in a program code. This convex cell 〈P1 : : : Pn+1〉 is the n-simplex generated by the points
Pi, which are called the vertices of the n-simplex. The barycentre G of the n-simplex is the
point whose barycentric co-ordinates are all equal to 1=(n+ 1).
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2.2. Formulation of CIVA

In this section, we consider the concrete formulation of CIVA. The objective of the CIVA
method is to interpolate the value at a point in an n-simplex by a polynomial of degree three.
Similar to the CIP method, we suppose that the scalar value and the spatial derivatives are
given at every computing point (vertex of the n-simplex).

2.2.1. One-dimensional case.
In the one-dimensional case, the CIVA method without bubble functions is the same as the
CIP method. The di�erence lies in the formulation. Here, as an introduction to CIVA, we
will brie�y explain the one-dimensional formulation of the CIVA method. Upon consideration
of the one-, two- and three-dimensional cases, the consistency (universality) of the CIVA
formulation in any dimension will become apparent.
One-dimensional simplex (1-simplex) 〈P1P2〉 is a segment or a line, and the barycentric co-

ordinates of a point (�1; �2) represent the ratio of the distance from the segment edges to the
segment length. The third-order polynomial by way of barycentric co-ordinates is expressed
as

(�∗f)(x)=
2∑
i=1
�i�i(x) + d

2∑
j; k=1( j �=k)

�jk�2j (x)�k(x) (8)

where �∗f is the pull-back under � of the function f and the parameter d is the regulation
parameter from the �rst-order to the third-order interpolation, and serves as the third-order
interpolation in the case of d=1 and the �rst-order interpolation in the case of d=0. We use
d=1 in this study except for the stabilizing method by controlling d-parameter in Section 2.2.
By using relation (6), the coe�cients �i and �jk are determined with the Cartesian co-ordinate
values x1; x2, the scalar values f1; f2, and the spatial derivatives f′

1 ; f
′
2 by

�i=fi; �jk=fj − fk + (xk − xj)f′
j (9)

By substituting x1=0 and x2=�x (x=x− x1), which means �1=(�x− x)=�x and �2=x=�x
from Equation (1), into Equations (8) and (9), we obtain the same formulation as in the case
of the one-dimensional CIP [7]

f(x)=ax3 + bx2 + f′
1 x + f1 (10)

where

a=
1
�x2

(f′
1 + f

′
2) +

2
�x3

(f1 − f2); b=− 1
�x

(2f′
1 + f

′
2)−

3
�x2

(f1 − f2) (11)

2.2.2. Two-dimensional case.
The two-dimensional complete cubic polynomial with Cartesian co-ordinates, x=(x1; x2), is
de�ned as

f(x)=
3∑

i; j=0(i+j63)
aijxi1x

j
2 (12)

When we try to use the cubic polynomial to interpolate within a 2-simplex (triangle)
〈P1P2P3〉 in the same way as in the case of the CIP method, there are only 9 known pieces of
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Q (x1,x2)

f2 , f2(1), f2
(2)

f3 , f3(1), f3(2)

P2 (x2,1,x2,2)

P3 (x3,1,x3,2)
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x2

λ(x)
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λ2

λ3

1

1

1(λ1,λ2,λ3)
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P1

P2

P3
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P1 (x1,1,x1,2)

(a) (b) 

Figure 1. n-simplex and barycentric co-ordinates in two dimensions. (a) 2-simplex in cartesian
co-ordinates; (b) Normalization by area co-ordinates.

information for the 10 unknown coe�cients of Equation (12). Thus, the available information
is insu�cient. We solve the problem by reducing the unknown coe�cients. If we reduce
the unknown coe�cients of Equation (12) in Cartesian co-ordinates, the following problems
generally arise.

(A) The symmetric property of the function collapses.
(B) Simultaneous linear equations of coe�cients have to be solved. This requires a long

calculation time.
(C) The equations become singular if the triangle takes a certain form.

These problems can be solved by using the barycentric co-ordinates such as area co-
ordinates and volume co-ordinates that are commonly used in the FEM �eld. Figure 1 shows
the relation between Cartesian co-ordinates and barycentric co-ordinates in two dimensions.
Here, to maintain symmetry, the cubic function corresponding to the scalar quantity in a

triangle is set in the following form via the area co-ordinates (�1; �2; �3):

(�∗f)(x)=
3∑
i=1
�i�i(x) + d

3∑
j; k=1( j �=k)

�jk[�2j (x)�k(x) + b
{2}
jk (x)] (13)

where b{2}jk (x) is a set of the functions with support restricted to the triangle. The function is
similar to the bubble function in FEM [9, 10], and so we call it the bubble function. First we
must provide a method to determine the bubble function, because the �rst-order spatial di�er-
ential values become zero at every vertex of a triangle; therefore, the bubble function cannot
be completely determined from the known information of the vertices. This is the reason for
the singularity described above. This setting up of the bubble function is explained in the
next section in detail. On the other hand, the remaining 9 unknown coe�cients of Equation
(13) can be determined independently of the bubble function and directly without solving

simultaneous linear equations. We de�ne f

m︷ ︸︸ ︷
(i; j; : : : ; k)
h as (@mf=@xi@xj · · · @xk)|Ph . Using the rela-

tions of the two-dimensional partial-di�erential operators in (6), we can simply determine the
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unknown coe�cients to be

�i=fi; �jk=fj − fk +
2∑
l=1
(xk; l − xj; l)f(l)j (14)

where xi; j is the jth co-ordinate value of the ith point. Therefore, if the concrete form of the
bubble function is given, we can interpolate the scalar quantities in a triangle from the set of
Equations (13) and (14). The derivatives can also be interpolated by using Equations (6).

2.2.3. Three-dimensional case.
In the case of three dimensions, the CIVA method utilizes a tetrahedron (3-simplex) 〈P1P2P3P4〉
for interpolation and the volume co-ordinates (the three-dimensional barycentric co-ordinates).
The following three-dimensional cubic polynomial using volume co-ordinates (�1; �2; �3; �4) in
a tetrahedron can be assumed as an example.

(�∗f)(x)=
4∑
i=1
�i�i(x) + d

4∑
j; k=1( j �=k)

�jk[�2j (x)�k(x) + b
{3}
jk (x)] (15)

where b{3}jk (�) is a bubble function. Without solving the linear system, the coe�cients �i and
�j; k can be calculated independently of the bubble function as follows:

�i=fi; �jk=fj − fk +
3∑
l=1
(xk; l − xj; l)f(l)j (16)

2.2.4. n-dimensional case.
From the above discussion, we can con�rm that the barycentric co-ordinates make it pos-
sible to solve problems (A)–(C) in Section 1.2.2 and enable the cubic interpolation of the
scalar distribution in an n-simplex using a simple and consistent formulation irrespective of
dimension.
Summarizing this section, we can conclude that the n-dimensional (n¿1) CIVA interpola-

tion function in n-simplex 〈P1 · · ·Pn+1〉 is described by

(�∗f)(x) =
n+1∑
i=1
�i�i(x) + d

n+1∑
j; k=1( j �=k)

�jk[�2j (x)�k(x) + b
{n}
jk (�(x))]

�i =fi; �jk=fj − fk +
n∑
l=1
(xk; l − xj; l)f(l)j (17)

where b{n}jk (�) is a suitable n-dimensional bubble function.

2.3. Determination of the bubble functions

Since the support of bubble functions is restricted to the n-simplex, the functions do not
in�uence the scalar values and the derivatives at the vertices of the n-simplex. Therefore, we
must provide the way to determine the functions. In this part, we will consider two methods
to determine the bubble functions in two and three dimensions.
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2.3.1. Constant curvature condition

2.3.1.1. Two dimensions. As an example of the two-dimensional case, we consider a widely
used bubble function with area co-ordinates,

b{2}jk (�)=c�1�2�3 (18)

where c is the control parameter, and a method of determining its value must be provided
in advance. For example, we can use c= 1

2 . This value is chosen so that the cubic function
expressed by Equation (13) gives arbitrary gradient in all the areas within a triangle. This
is the constant curvature condition [11, 12]. In this sense, curvature in the constant curvature
condition means gradient. The condition implies that the parameter c should be determined
to satisfy

Sc3 ⊃ S2 (19)

where Sc3 is the function space spanned by the (incomplete) cubic polynomial of (13) with
(14) and (18) is the function space spanned by the complete second-order polynomial, which
can be expressed using area co-ordinates by

g(�1; �2; �3)=
3∑
i=1
pi�i +

3∑
j; k=1(k¿j)

qjk�j�k (20)

To equalize the scalar and derivative values of f and those of g at the triangle vertices, the
following relations are established:

�i = pi; 16i63 (21)

@f
@xi

∣∣∣∣
Pj

=
@g
@xi

∣∣∣∣
Pj

; 16j63; 16i62 (22)

Substituting relations (21) and the results obtained by relation (22) into Equation (13), and
rearrangement by pi and qjk causes

f(�1; �2; �3) =
3∑
i=1
pi�i + q12�1�2(�1 + �2 + 2c�3

+ q23�2�3(2c�1 + �2 + �3) + q13�1�3(�1 + 2c�2 + �3) (23)

By comparing Equations (23) and (20) and taking into account of the characteristic of barycen-
tric co-ordinates, Equation (3), we can �nd that if and only if c is equal to 1=2, the cubic
polynomial (13) recovers the complete second-order polynomial and satis�es the constant
curvature condition.

2.3.1.2. Three dimensions. For an example in the case of three dimensions, the following
bubble function using volume co-ordinates (�1; �2; �3; �4) in a tetrahedron, whose function is
in more general form than that of the previous paper [6], is assumed in this study.

b{3}jk (�)=
4∑
l=1
cl
�1�2�3�4
�l

(24)
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where the parameter cl is the control parameter, whose value we have to specify in advance.
The reason is that the terms of �1�2�3�4=�l (l=1; 2; 3; 4) and the �rst-order spatial di�eren-
tial values become zero at every vertex of the tetrahedron and their coe�cients cannot be
determined from the known information respecting the vertices. The constant curvature con-
ditions can be also useful to determine the parameters cl. By the same treatment as in two
dimensions, it is possible to reduce the four parameters cl of (24) into one parameter c by

b{3}jk (�)=c�j�k(1− �j − �k) (25)

The following is necessary to satisfy constant curvature conditions

c=
1
2

(26)

The parameter c in Equation (25) can be expected to play the same role as that in two
dimensions and be able to control the stability of the solution. The �nal form of the three-
dimensional interpolating function with the constant curvature conditions becomes

(�∗f)(x)=
4∑
i=1
�i�i(x) +

1
2

4∑
j; k=1( j �=k)

�jk�j(x)�k(x)[1 + �k(x)− �j(x)] (27)

Therefore, by using the constant curvature condition, a scalar value and the spatial deriva-
tives in a tetrahedron can be interpolated with the only known information (the Cartesian
co-ordinate values, the scalar values and the spatial derivatives) respecting the vertices from
Equations (16) and (27).

2.4. Accuracy and stability estimation

2.4.1. Problem considered and the governing equations.
Here, we analyse accuracy and stability of the CIVA-based method with a simple but important
problem of passive scalar advection. The governing equation for passive scalar advection of
scalar f̂ by a �ow u=(u1; u2; : : : ; un) is

@f̂
@t
+ ui

@f̂
@xi
=0 (28)

where repeated indices are summed. Su�ciently smooth function f̂ represents the exact so-
lution of Equation (28) in comparison with the approximated solution f. A feature of the
CIP method is the achievement of third-order interpolation using the spatial derivatives as
variables by considering the advection of not only the scalar quantity but also its derivatives.
Therefore, the supplementary equations for the spatial derivatives are

@f̂( j)

@t
+ ui

@f̂( j)

@xi
=−@ui

@xj
@f̂
@xi
; j=1; 2; : : : ; n (29)
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P2:x2:(x2,y2)

(u,0)xe

x+

P3:x3:(x3,y3)

x-

y

x

P1:x1:(0,0)

f2,f2
(1),f2

(2)

P4:x4:(x4,y4)=

(λ4,1,λ4,2,λ4,3)

=(dλ1,dλ2,dλ3)
dx=(-∆tu,0)

Figure 2. Co-ordinate system.

2.4.2. Accuracy and stability estimation based on Taylor expansion.
In the two-dimensional case, the scalar distribution f̂ at t n is approximated by function (13)
with the bubble function (18) by

fn=
3∑
i=1
�i�i +

3∑
j; k=1( j �=k)

�jk�2j �k + c
′�1�2�3 (30)

where c′=c��jk . The last term of Equation (30) is the same as the bubble function of the
�nite element method. It turns out that the FEM using bubble functions can improve stability
by the same e�ect of arti�cial viscosity as in the case of using the SUPG method [9, 10].
Therefore, we can consider that the term is related with the accuracy and stability of the

CIVA method. Here, the meanings of the bubble function in the CIVA method are considered
based on the Taylor expansion analysis. The target point for consideration is P1 and the point
is supposed to be the origin of reference co-ordinates. The points P1; P2 and P3 compose a
triangle used for interpolation and P2 and P3 are in the second and third quadrant (Figure 2),
respectively. We suppose a uniform �ow in the direction of x1, u=(u; 0), in order to simply
analyse accuracy and stability. In this case, we can regard the CIVA-particle method that
initializes the particle location every time step and the CIVA-gridless method as the same
approach.
The CIVA-particle method is a highly accurate Lagrangian method where an observer

analyses the �uid behaviour around him as he moves with a �uid particle, which transfers not
only the physical quantities but also the spatial derivative values. Therefore, we can perform
the high-order interpolation, CIVA, and �exibly rearrange the particle positions. Meanwhile,
the CIVA-gridless method is a highly accurate Eulerian method that updates the �uid �eld
around a �xed geometrical point every time-step by utilizing the upwind technique. The
upwind technique computes the physical value at a target point and the next time-step by
interpolating the value at the upwind position of a target point. In order to reduce the numerical
error, the CIVA-gridless method utilizes the CIVA method for the interpolation [6, 7]. Both

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:675–694



684 N. TANAKA

the methods approximate the value at P1 and at the next time step t n+1 by

fn+11 =fn(dx)=fn(d�1; d�2; d�3)(∼= f̂|t n+1 ; P1) (31)

where dx=−� tu in Cartesian co-ordinates and dx=(d�1; d�2; d�3) in area co-ordinates (see
Figure 2). If the initial scalar pro�le is given by a known function f̂, initial guess for the
derivative values is given by f(l)j =@f=@xl|t=0; Pj . Otherwise, f(l)j =0 according to the CIP
method [7, 8].
We can estimate the error of the CIVA method by substituting the correct solution f̂ with

f in Equation (31) and applying the Taylor series analysis (see Appendix A in detail).(
@f̂
@t
+ u

@f̂
@x

)∣∣∣∣∣
t n; P1

= (1− 2c)C(1− C)u|xe|
y2(−y3)
(y2 − y3)2 [|x+|

2(e+ · ∇)2f̂ + |x−|2(e− · ∇)2f̂]|t n; P1

+O(� t2; |x2|2; |x3|2) (32)

where Courant number is de�ned by C=� t|u|=|xe|, and

x+=
x2 + x3
2

; x−=
√
3(x2 − x3)

2
; e+=

x+
|x+| ; e−=

x−
|x−| (33)

xe is de�ned as the crossing point between x1-axis and line of P2P3 (Figure 2). The terms
(e+ · ∇)2f and (e− · ∇)2f, respectively, means the viscosity e�ect in the direction of e+ and
e−, and |x+|2 and |x−|2 represent their respective strength of the e�ect. From Equation (32),
we can make the following important observations.

(a) When c=1=2, the quadratic di�erential term (�rst term of the left side) of Equation (32)
vanishes and the CIVA method achieves second-order accuracy in both time and space.

(b) When c¡1=2, the �rst term of the left side contributes to the stability of the CIVA
method through the numerical or arti�cial viscosity e�ect.

(c) The con�guration of the triangle determines the directional property of viscosity. When
the target triangle is regular (|x+|= |x−|), the arti�cial viscosity becomes isotropic.

(d) Regarding the term {y2(−y3)}=(y2 − y3)2 with y2¿0 and y360, the arti�cial viscosity
takes the maximum when y2=−y3, namely, the �ow is parallel to the bisector direction
of “P2P1P3.

(e) Stable condition of calculation is 06C61. Thus, the arti�cial viscosity takes the maxi-
mum when C=0:5, that is the �ow velocity satis�es u= |xe|=(2� t).

It is con�rmed from (a) that constant curvature conditions assure the second-order accuracy
of CIVA in both time and space.

2.4.3. Utilization of another calculation point.
The bubble function can be determined by utilizing information of another point around the
vertices of n-simplex. The determination of bubble function for the two-dimensional case is
considered here by using the scalar value fn4 in the point P4 at t

n shown in Figure 2. While
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the inside of triangle is generally an object of area co-ordinates, the co-ordinate values of
the point Pn4 can be expressed with area co-ordinates using Equation (4) whose relation also
holds in all other region. By using the area co-ordinates of Pn4 ; (�4;1; �4;2; �4;3), the parameter
c′ can be calculated from Equation (30) as

c′=

(
fn4 −

3∑
i=1
�i�4; i −

3∑
j; k=1( j �=k)

�jk�24; j�4; k

)/
�4;1�4;2�4;3 (34)

From analysis with the Taylor expansion, terms of lower than third order are found to
vanish and CIVA with this c′ parameter has third-order accuracy in both time and space. This
is a generalization of the two-dimensional CIP method that utilizes four calculation points for
interpolation.

3. NUMERICAL VERIFICATION

3.1. Two-dimensional problem

The above considerations are veri�ed by numerical experiment with the following two-
dimensional advection–di�usion problem:

@f̂
@t
+ ui

@f̂
@xi
=�

@
@xi

@
@xi
f̂ (35)

where � is the viscosity (di�usion) coe�cient. At �rst, let us describe the strict viscosity
model using CIVA. Since f̂ in the triangle 〈P1P2P3〉 is approximated by a cubic function f,
the secondary derivatives of viscosity terms become a linear function. For example, since the
secondary partial derivatives of f by x1 at point P1 is

J 2f(1;1)1 = 2{�21x23;2 + �31x22;2 + 2�13x2;2(x3;2 − x2;2)
− 2�12x3;2(x3;2 − x2;2)− c′x3;2x2;2} (36)

where J=x2;1x3;2 − x2;2x3;1, the pro�le of secondary derivatives in the triangle is approxi-
mated by

f(1;1)(�1; �2; �3)=f
(1;1)
1 �1 + f

(1;1)
2 �2 + f

(1;1)
3 �3 (37)

If the viscosity terms are evaluated by the upwind method, viscosity at dx is calculable by

�f(d�1; d�2; d�3)=�f1d�1 + �f2d�2 + �f3d�3 (38)

where �fi=f
(1;1)
i + f(2;2)i and so on. The viscosity for the derivative variables can be sim-

ilarly calculated. Another method to evaluate the viscosity terms was presented in a previ-
ous study [6].
Calculating points are collocated in a triangular arrangement as shown in Figure 3. Based on

result (32), the numerical viscosity is isotropic in the arrangement, and therefore, the viscosity
can be corresponding to the viscosity coe�cient of Equation (35). Considered advection–
di�usion problem is indicated in Figure 4 where the �ow is supposed to be uniform in
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Figure 3. Regular triangular con�guration of computing points.
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Figure 4. Considered advection–di�usion problem.
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Figure 5. c = 0:5; � = 0:0.

the direction of x1. The scalar value is pro�led by f=1 in the region of 0:15 × 0:15 and
f=0 in the other region. The calculation is performed in 200 time steps with u=(1; 0) and
� t=0:005(C=1=

√
3). At �rst, the results with no viscosity and c=0:5 are shown in Figure 5.

The left-side �gure is the scalar pro�le at x2=0:25 and the right-side �gure is that at x1=1:15.
In this case, since the CIVA method serves as second-order accuracy, some over- and under-
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Figure 6. c = 0:4; � = 0:0.
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Figure 7. c = 0:5; � = 1:06× 10−4.

shootings are con�rmed. Next the result with no viscosity and c=0:4 are shown in Figure
6. The over- and under-shooting are con�rmed to be suppressed by the e�ect of numerical
viscosity. From relation (32), the inviscid advection problem of c=0:4; �=0 is equivalent to
the advection–di�usion problem of c=0:5; �=1:06 × 10−4 with second-order accuracy (see
the appendix). Thus, a calculation using c=0:5, �=1:06 × 10−4 was performed, where we
use the above-mentioned viscosity model. The result is shown in Figure 7. It agrees well with
Figure 6, and the validity of the discussion in Section 2 is supported.

3.2. Filtering techniques to prevent spurious oscillations

In most second- and high-order schemes, the solutions show over- and under-shootings in
regions of sharp gradients which can lead to physically unrealistic solutions such as negative
mass and energy densities. When the constant curvature condition is used for determining
the interpolating functions, the CIVA method has second-order accuracy respecting Taylor
expansion. Therefore, the solutions by the CIVA with the constant curvature condition exhibit
spurious oscillations near the sharp gradients as is shown in the results of Section 3.1. In
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regard to preventing the oscillations, numerical experiments have indicated that a satisfactory
�lter is to provide an arti�cial viscosity for the solution. Thus, the control of c-parameter as
is shown in the previous section is a simple and e�ective method for handling the oscillations
of solution.
Another popular method for the purpose is to utilize �ltering techniques such as FRAM

[13] or TVD [14]. The original CIP method is proved to have third-order accuracy both in
time and space [6], and thus, the same problems of over- and under-shootings are con�rmed
in the solutions. To solve the problem, some �ltering schemes are introduced into the CIP
method [8]. However, the schemes are not applicable to the CIVA method, since they are
based on the rectangular mesh system. Thus, we present here a simple �ltering method like
the FRAM for the CIVA method. In this section, we will consider the two-dimensional case,
but the method is easily extended to three dimensions.
We suppose the scalar quantity in a triangle to be the cubic function (13) with the bubble

function (18) using c=1=2. To avoid the over- and under-shooting, we control the parameter
d of the interpolating function by the following algorithms. When time step advances from n
to n+ 1, the basic procedures of the FRAM for CIVA can be stated as follows:

(I) Calculate a provisional advanced time solution, f̃n+1, for the system of equations using
CIVA (e.g. Evaluation of Equation (31)).

(II) Calculate local bounds on the advanced time solution. In the CIVA-particle method, the
Lagrangian update is evaluated by the movement of calculating points according to the
�ow, that is to say, the scalar values at all the vertices of the target triangle do not
change. Thus, the bounds can be obtained by calculating the minimum and maximum
values respecting all the vertices of the target triangle at the previous time step,

fmin= min(fn1 ; f
n
2 ; f

n
3 ); fmax= max(fn1 ; f

n
2 ; f

n
3 ) (39)

(III) Introduce a strong local dissipation �ux into the equations when the provisional solution
is not within the bounds calculated in step (II) to reduce the overall algorithm to one
that is locally monotonic.

In procedure (III), we introduce the local dissipation by switching the interpolating functions
properly by the following rules. If the value at a target point in the triangle is in the range,
fmin6f̃n+16fmax, we use d=1, third-order function, and otherwise, we use d=0, linear
function. This rule is not a mathematical model but a practical model, because the third-order
interpolation function allows the physical values pro�le in the triangle to exceed the values
at vertices, but the �lter makes the interpolating function be monotonous. However, if we
can use a su�cient number of particles to monotonously approximate the pro�le, the �lter is
useful for preventing numerical oscillations. Figure 8 is an example obtained by the �ltering
technique for the same problem solved in the previous section. The technique works well to
prevent spurious oscillations in the case of large gradient.
If the initial data are discontinuous or the velocity �eld has large gradient, conventional

solution procedures become inadequate. In many problems of physical interest large local
gradients can occur such as shock �ows, shear �ows and chemically reacting �ows where large
gradients in species concentration can occur. In such cases conventional solution procedures
can lead to unrealistic results.
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Figure 8. The results obtained with �ltered CIVA.

Figure 9. Stability map obtained by numerical calculation (mesh points were the checked points and
the circle means that the calculation was stable at the point).

3.3. Utilization of another point data

For the approach using the fourth point, the same problem as the above was analysed using
the calculation point arranged in rectangular mesh. Viscosity was set to 0. As is shown
in Figure 9, when the co-ordinates of the considered point (double circle) are supposed
to be (0; 0), the triangle used for interpolation is constructed with the �lled-circle points
whose relative positions are (−1; 1) and (−2;−1). Stability of calculation was checked by
changing the fourth point position. The stability map about the position of the fourth point
relative to the considered point is shown in Figure 9. The blank circle means a position
with which the calculation was stably performed and the other lattice point means a position
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Figure 10. Stability map based on sign of coe�cient of f(1;1;1;1) by analytical calculation
(hatched area was evaluated to be stable).

with which the calculation was unstable. The calculation becomes unstable near the straight
lines composing triangle edges because the denominator �4;1�4;2�4;3 in Equation (34) is close
to 0. However, in the case that the considered triangle and the fourth point construct a
parallelogram, the solution is stably obtained in spite of the point neighbouring the straight
lines composing triangle edges. For the moment, the reason for this is unknown. As mentioned
above, respecting Taylor expansion, since this approach has third-order accuracy in time and
space, the fourth derivatives are deemed to a�ect stability of the solution. Therefore, the sign
of the coe�cient of f(1;1;1;1), which is regarded as having the strongest in�uence among
the fourth-order derivatives, was investigated (Appendix B). The analytical result is shown in
Figure 10. As the condition for stability is the sign of the fourth derivative being negative, we
consider that the results explain fairly well the stability shown in Figure 9. Moreover, although
the stable point appears in the unstable domain at the point separated far from the triangle,
this is considered to be because the domain is where the distance to P4 compared with the
representing distance of the triangle is too long to hold the Taylor expansion approximation.

3.4. Three-dimensional passive scalar advection problem

While the derivation is too complicated to be shown here, we can prove by the same approach
as in the appendix that the constant curvature conditions in three dimensions also assure the
second-order accuracy of CIVA in both time and space. Some computational results using
the three-dimensional function (27) are described in Reference [15]. From the results, we can
con�rm that the CIVA method with constant curvature conditions has an accuracy between
that of third-order upwind scheme and that of fourth-order central di�erence scheme. This
fact also support our consideration based on the Taylor series analysis.
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4. CONCLUSION

The accuracy and stability of a highly accurate interpolation method, CIVA, was evaluated
by mathematical and numerical analyses. First, the general formulation of CIVA for the n-
dimensional case was described. Then, two determination methods for bubble function of
CIVA, constant curvature condition and utilization of another computing point, was considered.
The bubble function in the CIVA method was analysed based on the Taylor expansion, and
was found to play a role of adding arti�cial viscosity to the solution. Some computations of
two-dimensional passive scalar advection and advection–di�usion problems were performed
for the veri�cation of accuracy and stability. From the results, both the bubble function and
the �ltering technique were also found to be e�ective in order to control over- and under-
shootings of CIVA.

APPENDIX A: ESTIMATION OF TRANCATION ERROR BASED ON TAYLOR
SERIES ANALYSIS

In this appendix, we derive Equation (32) from the Taylor series analysis of the CIVA-based
advection solvers. Since only a two-dimensional problem is considered in this section, we use
x=x1; y=x2; fx=f(1) and fy=f(2) for simplicity. Two-dimensional uniform �ow is supposed
to be in the direction of x, u=(u; 0) (see Figure 2). Under the conditions, both the CIVA-
particle and CIVA-gridless methods evaluate the value at the position P1 and the time t= t n+1

by

fn+11 =fn(d�1; d�2; d�2)

=
3∑
i=1
�id�i +

3∑
j; k=1( j �=k)

�jk(d�2jd�k + c d�1d�2d�3) (A1)

�i =fni ; �jk=fnj − fnk + (xk − xj)fx;nj + (yk − yj)fy;nj (A2)

The area co-ordinates (d�1; d�2; d�3) can be calculated by Equation (4), that is
d�1d�2
d�3


 =


0 x2 x3
0 y2 y3
1 1 1


−1


−� tu

0
1


 (A3)

Here, we substitute the strict solution f̂ with f in Equation (A1) and estimate the error
of the CIVA method. The two-dimensional Taylor expansions for f̂n2 ; f̂

n
3 ; f̂

x; n
2 ; f̂y; n2 ; f̂x; n3 ; f̂y; n3

around the point P1 and the time t n are carried out. For example,

f̂n2 = f̂
n
1 + (x2 · ∇)f̂|t n; P1 +

1
2
(x2 · ∇)2f̂|t n; P1 +O1(|x2|3) (A4)

f̂x; n2 = f̂x; n1 + (x2 · ∇)f̂x|t n; P1 +O2(|x2|2) (A5)

f̂x; n3 = f̂x; n1 + (x3 · ∇)f̂x|t n; P1 +O3(|x3|2) (A6)
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Substituting all these results for f in RHS of Equation (A1) leads to

(RHS) = f̂n1 −� tuf̂x; n1 + � t2
u2

2
f̂xx; n1

+ (1− 2c)� t
2u2y2(−y3)
J 2

[
1− � tu(y3 − y2)

J

]
(s1f̂xx; n1 + s2f̂

xy; n
1 + s3f̂

yy; n
1 )

+O(|x2|3; |x3|3) (A7)

where

J=x2y3 − y2x3; s1=x22 + x23 − x2x3; s2=2x2y2 + 2x3y3 − x2y3 − x3y2; s3=y22 + y23 − y2y3 (A8)
By means of vectors (33), we can rewrite

s1f̂xx; n1 + s2f̂
xy; n
1 + s3f̂

yy; n
1 =[|x+|2(e+ · ∇)2f̂ + |x−|2(e− · ∇)2f̂]|t n; P1 (A9)

Let us introduce new quantities de�ned by the following equations:

xe=− J
y2 − y3 ; C=

� tu
|xe| (A10)

xe is de�ned as the crossing point between x-axis and segment P2P3 (see Figure 2) and C is
the Courant number. By using the quantities, the following relations are established:

� t2u2y2(−y3)
J 2

[
1− � tu(y3 − y2)

J

]
=� t

C(1− C)u
|xe|

y2(−y3)
(y2 − y3)2 (A11)

On the other hand, Taylor expansion for f̂n+11 =f̂1(t
n+� t) around the point P1 and the time

t n is

f̂n+11 =f̂n1 + � t
@f̂
@t

∣∣∣∣∣
t n; P1

+
� t2

2
@2f̂
@t2

∣∣∣∣∣
t n; P1

+O4(� t3) (A12)

By substituting this result for fn+1 in Equation (A1), we can obtain(
@f̂
@t
+ u

@f̂
@x

)∣∣∣∣∣
t n; P1

=� t
u2

2
f̂xx; n1 − � t

2
@2f̂
@t2

∣∣∣∣∣
t n; P1

+ (1− 2c)C(1− C)u|xe|
y2(−y3)
(y2 − y3)2

×[|x+|2(e+ · ∇)2f̂ + |x−|2(e− · ∇)2f̂]|t n; P1
+O(� t2; |x2|2; |x3|2) (A13)

Since the �ow is uniform, u=(u; 0), the governing equation (28) causes the relations

@2f̂
@t2

∣∣∣∣∣
t n; P1

=−u @
@t
@f̂
@x

∣∣∣∣∣
t n; P1

= u2
@2f̂
@x2

∣∣∣∣∣
t n; P1

=u2f̂xx; n1 (A14)
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By utilizing the relations, Equation (A13) is transformed to(
@f̂
@t
+ u

@f̂
@x

)∣∣∣∣∣
t n; P1

= (1− 2c)C(1− C)u|xe|
y2(−y3)
(y2 − y3)2 [|x+|

2(e+ · ∇)2f̂ + |x−|2(e− · ∇)2f̂]|t n; P1

+O(� t2; |x2|2; |x3|2) (A15)

Example (the same problem as Section 3.2): When P1P2P3 is a regular triangle with length
r on a side and the �ow is parallel to the bisector direction of “P2P1P3,

e+ ⊥ e−; |x+|= |x−|= |xe|=
√
3r
2

(A16)

Thus, Equation (A15) becomes(
@f̂
@t
+ u

@f̂
@x

)∣∣∣∣∣
t n; P1

=�a

(
@2

@x2
+
@2

@y2

)
f̂
∣∣∣∣
t n; P1

+O(� t3; r3) (A17)

where the arti�cial viscosity coe�cient �a becomes

�a=(1− 2c)C(1− C)
√
3ur
8

(A18)

Therefore, under the same condition as that in Section 3.2 (u=1; r=0:01; C=1=
√
3), the in-

viscid advection problem of c=0:4 and �=0 is equivalent to the advection–di�usion problem
of c=0:5 and �a=1:0566× 10−4 with second-order accuracy.

APPENDIX B: COEFFICIENT OF f̂(1;1;1;1) WHEN
UTILIZING ANOTHER POINT DATA

In the case considered in Section 3.3, the Taylor series analysis leads to the following esti-
mation:(

@f̂
@t
+ u

@f̂
@x

)∣∣∣∣∣
t n; P1

=�af̂(1;1;1;1)|t n; P1 + other fourth-order derivative terms (B1)

where

�a =− d1� t + d2� t2

216(x4 − 2y4)(3 + 2x4 − y4)(x4 + y4) −
� t3

24

d1 =−40x24 − 27x34 − 135x4y4 − 111x24y4 − 162y24 − 75x4y24 + 50y34
d2 =−40x24 + 18x34 + 130x4y4 + 114x24y4 + 188y24 + 90x4y24 − 60y34
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